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THE MC6866I SURPASSES THE 265I IN FLEXIBILITY A}ID FUNCTIONALITY

A Solution for Intelligent Terminal Serial Cormunications

The MC6866l Enhanced Progranrnable Conrnunications Interface (EPCI ) ts a pin-
for-pin compatible, upgraded version of the Signetics 2651 Progranrmable Cornn-
unications Interface (PCI). The MC6866l enhancements include:

Three baud rate sets (A, B, C) compared to set C only for the 2651 (Table
l).
Improved support for asynchronous and synchronous operations (Tables 2
and 3).
Upgraded bus specifications (Table 4).

For new data comrnunications system designs, the MC6866l offers increased flexibil-
ity and functionality over the 2651. By providing higher baud rates and greater
accuracy, the MC6866l will satisfy a wider variety of system specifications.
Also, the enhanced asynchronous and synchronous operation modes will simplify
programming and the improved bus characteristics will allow quicker, less complex
designs. Moreover, existing 2651 systems can be upgraded to the MC6866l with no
hardware changes, and only minor software modifications to take advantage of the
MC6866l's new features. Since cost differences are minimal, the MC5866l is the
clear choice for data conrnunication system designers.

Tabl e I - MC6866l Baud Rate Sets
MC6866l
Set A

Baud Rate %Error
50 none
75 none

1 I 0 -0.0J
I 34.5 none
I 50 none
200 none
300 none
600 none

1 050 0.1 96
I 200 none
1800 -0.19
2000 -0.26
2400 none
4800 none
9600 none

t 9200 none
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MC68661
Set B

Baud Rate %Error
45.5 0.005

MC6866l & 2651
Set C

Baud Rate %Ercor
50 none
7 5 none

110 none
134.5 0.01 6
I 50 none
300 none
600 none

I 200 none
1 800 none
2000 0.253
2400 none
3600 none
4800 none
7?04 none
9600 none

1 9200 none

50
75

ll0

t50
300
600

I 200
I 800

2404
4800
9600

1 9200
38400

none
none
-0. 0l

none
none
none
none
-0. J 9

none
none
none
none
none

J 34.5 none

2000 -0.26
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Table 2 - Enhanced Asynchronous 0perations

?651 MC6866IFuncti on

Termi nate Async
Transmission

Break Detect

External J am Sync none

No. of stop bi ts

Func ti on

DLE stuffi ng i n
Transparent mode

Termi nati on of send
DLE cormand

Syncl stri ppi ng i n
doubl e sync non-
transparent mode

Cl ear DLE detect

Df sabl e Tx (CR0=0)
when TxEmt=0
Then drop RTS (CnS

=0 ) when TxErnt tran-
si ti ons from 0 to I

Set FE ( SR5=l ) and
transfer nul I char.
to P.x hol di ng reg.

None' must be done
i n software

Must cl ear command
( CR3=0 ) on next
TxRdY=g

0nly I st Syncl of
Syncl -Syncl pai r f s
stri pped.

Di sabl e recei ver
( CR2=0 ) or reset
error flags (CR4=l )

DLE detect is in-
dicated for DLE-DLE
or DLE-Syncl ( SR3=l )

Drop RTS (CR5=0)
when TxRdy=Q

Set FE (SRS=I ) and
transfer nul I char.
to Rx hol di ng reg.
Al so pi n 25 can be
BR output by set-
ti ng ]'4R?7 -24

Pi n 9 can be ext.
sync by setti ng
MR27 -24

One only

Auto DLE stuffi ng
when a DLE is load-
€d, except when
send DLE command i s
acti ve ( CR3=1 )

One time command r
automati c CR3 reset

Both Syncl 's of
pai r are stri pped

Di sabl e recei ver
(CR2=0), reset
emor fl ags (CR4=l ),
or automatical ly
cl eared on Znd char
after DLE

DLE detect is not
i ndi cated for DLE-
DLE or DLE-Syncl
( SR3=0 )

MC6866l Advanta

Simpl i ffes
programmi ng

Simpl i fi es HlW
break detect

Al I ows External
syncronf zati on

Increased cl ock
skew tol erance

MC6866t Advanta

Si mpl i fi es
prograrnmi ng

Si mpl i fi es
programrni ng

Si mpl i fi es
programni ng

Si mpl i fi es
programmi ng

Preferred
operati on

One or two as
sel ected by MRI 7

Tabl e 3 - Enhanced Bi sync Support

2651 MC6866l

DLE Detect operati on



Table 3 - AC and DC Electrical Characteristics

Speci ficati on 2651 MC68661

Data Bus Dri vers
(Iot, Ioh)

Chip Enable (Tce)

Address Setup (Tas)

Address Hol d (T66 )

R/t,J Control Setup (Tcs)

R/},l Control Hol d ( Ts6 )

Data Setup t.lri te ( T6s )

Data de1 ay for Read ( T66 )

Data bus Tri-state after
Read ( T6g )

Chi p Enabl e to Chi p Enabl e
Del ay (Tss6 )

TxC or RxC Hi gh

Tx del ay from Fal I i ng
Edge of Txc (Tx6)

Si nk I .6mA

Source I 00uA

Si nk 2.2 mA

Source 400uA

250 ns mi n

l0 ns min

l0 ns min

l0 ns min

l0 ns rnin

150 ns min

200 ns max wi th
Cl =l 50 pf
1 00 ns max wi th
Cl =1 50 pf
600 ns mi n wi th
Cl =1 50 pf
480 ns min

650 ns max
Cl =l 50 pf

MC6866t Advanta

Increased Drive
capability and/or
rel axed timi ngs

300 ns

20 ns

20 ns

20 ns

20 ns

225 ns

250 ns
Cl =l 00

t 50 ns
Cl =l 00

700 ns
Cl =l 00

500 ns

650 ns
Cl =l 00

min

min

min

min

min

nri n

max wi th
pf
max wi th
pf
min with
pf
rni n

max
pf
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MC6SOOO PACKAGI}IG

Motorola has offered the MC68000 and MC680l0 for some time now in 64-Pin DIP's,68-Pin
typq B and C LCC's (Leadless Cttip Carriers), and 68-Pin PGA's (Pin Grid Ariay),and
will soon be offered in Plastic "Quad Paks" (plastic LCC).

The Pin Grid Array.-is- being.-o-f-fered as an option to the larger dual-in-line package.
The PGA for the '000 and '010 is approximately I square inch versus threi sguare
inches for the DIP. Also, the PGA offers an alternative to the LCC , and is
competitive with the LCC socket system. Several advantages of the PGA over the LCC
are:

l. Printed circuit boards may be constructed with conventional naterials.
2. Ease of direct PCB solder mounting.
3. Socketing mechanism utilizes proven technology and offers higher reliability.
4. }{ill provide an upward migration path to the MC68020, which will be offered

in PGA.

FoR itEt{ DESIGilS, THE PGA SHoULD BE EilPHASIZED oYER THE LCC.

64, 68, and ll4 Termlnal PGA Socket Vendors

The following vendors have been identified as suppliers of PGA sockets, or will
support manufacture of these sockets at a customer's request. I'lotorol a can ilOT
recormend a specific vendor's socket. This list may not be conplete.

Advance Interconnectlons, Warwick, RI (401 )885-0485
Augat, Inc., Attleboro, MA (6171222-2202
Robertson l,lugent, fnc., Albany, IN (812)945-0211
Textool Products, Irving, TX (2141259-2676 (100 position PGA ZIP -5230 series)
Yamalchl (llepenthe Dlstrlbutlon Inc.), (415)856-9332 (NP35 series ZIF)
Datak Corp., Sparks, NV (702)359-7660 (PCB design aids only)
AltlP, Inc., Harrisburg, PA. (717)657-4110

68 Ternlnal Type B, LCC Socket Yendors

For those customers who wish to use the LCC package, the following is a non-extensive
list of vendors of the LCC Type B sockets. Once again, Motorola does l'l0T reconnend
a particular vendor's socket. The list is for information purposes only.

ffP, Inc., Harrisburg, PA (717)657-41l0
ilethode Electronlcs Inc., Chicago, IL (312)867-9600
Textool Products, Irving, TX (2141259-2676

( conti nued )
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Quad Pack (Plastlc LCC) Socket Yendoru n

The following vendors supply sockets which will allow use of the type "FN" packages to
appear in 1Q85.

Burn(y Corp., Norwalk, CN. (203)852-6293
Plastronlcs Inc., Irving, TX. (2141721-1212
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THE GREAT CO}ITEXT SH

Intel has again been doing what they are now famous for -- pushing sensa-
tionalism. Their program to promote the iAPX 286 is extremely aggressive, and
seems to be an all-out effort with corporate blessing and money. It is a
direct attack on the MC68000, and an attempt to slow the 68000's gains in the
l6-bit marketplace. There is however, as yet, no technological or buslness
reason for Intel, Natlonal, or any other nanufacturer to unseat the 68000 from
Its dominant posltlon as the processor wlth the cleanest, nost stralghforward
archltecture, and the proven performance leaderl

One of the claims Intel is making is that the '286 makes context switches
faster than the 68K. This is not the meat of the matter. Their logic flows
something like this: The MC68000 has sixteen 32-bit registers (=512 Uits).
The'286 has eight "general" registers and four segment registers, all l6-bits
(=192 bits). Intel's context switch comparisons make each machine flush the
entire register set, rather than a more equitable equivalent register set (12
l6-bit registers each). Actually, the MC68000 is substantially more effi-
cient, performing a context switch at a rate of about 68 nanoseconds/bit (8
MHz processor) versus ll8 nanoseconds/bit for an 8 MHz 286 (with a 16 MHz
clock).

Doesn't it make sense that if you are to flush 256 bits it will take lon-
ger than to flush less than half of that number? If one were to follow this
logic to its conclusion, the ideal l6-bit microprocessor, with the fastest
context switch times, would have the prograrmer's model illustrated here:

What Intel is not pointing out, is that the '286 suffers from the same
fate that the 8086 met -- too few, and too small registers. They don't point
out the constant need for swapping register contents throughout a '286 program
to compensate for the small, dedicated register set. Is it more important to
move all of the registers at the beginning of a program a little more slowly
(ala MC68000), or to be swapping those registers constantly throughout the
program (ala '2861? In other words, would you rather change your 16 quarts of
oil once a year, or change 4 quarts of oil each week?

Intel wants the world to believe that they have developed an advanced l5-
bit microprocessor, y€t it has the same restrictions (inherited from the 8-bit
world) which have choked 8086 prograrmers for years. The 14C68000 was designed
by computer architects. Some other machines look like they were designed by
computer archaeol ogi sts.
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I|OTOROLA C0RI'IERS THE }|ICROPR0CESSOR DATA COifilUllICATIONS IIARKET

l'lotorola has more data cormunications devices than any other semlconductor
manufacturer. l,totorola's total offerings of microprocessor peripherals that
support data corrnunications are listed in Table l. Table 2 glves a comparison
of functionality (+ of registers) and features between the parts most suited
for M68000 applications. For more information on data cornmunications in
general, and specific data conmunications devices, consult the l4otorola
Digital Data Cormunications Guide, 8R244.

l,lotorol a Data Conmunl catl ons Parts

AC IA
SSDA
ADLC
IPC
DUSCC

MPCC

PGC

EPC I
DUART
MFP

-
-
-
-
-

-
r

-
-
-

Asynchronous Cormunications Interface Adapter
Synchronous Serial Data Adapter
Advanced Data Link Controller
Intell igent Peripheral Controller
Dual Channel Universal Serial Conrnunications Controller

l,lul tl-Protocol Conmunications Control ler
Polynomial Generator Checker
Enhanced Prograrmable Cormunications Interface
Dual Channel Universal Asynchronous Reciever/Transmltter
Mul ti-Function Peripheral

MM- ln -ln - A

Tabl e I

MC6850
MC6852
MC6854
MC68t 20
MC68562

rr68652
MC68653
MC6866l
MC6868l
l-tc68901
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Table 2 1,168000 Data Conmunl catl ons Devlces Comparlson \

68000 Interface

Asynchronous
Stop Bi ts

l, 1.5, 2
I nc rements

Pari ty

Synchronous
BOP

BCP

Channel s
Max Rate (Mbi ts/sec )
Bufferi ng ( ncv/Xmi t)
Data Bus l,li dth
Prog, Baud Rates
cRc
Intemupts (V & AV)
Interrupt Regi sters
Regi sters
P rograrnmabl e Ti mer
Character Length ( bi ts )

Protocol s (S=
BOP

ADCCP

HDLC

SDLC
x.25

BCP

BI SYNC

DDCMP

# of Pins

Supported olr-chi p, f,= Capabl e of

68562
DUSCC

YES

YES

YES

YES

YES

YES
YES
YES

2
4
4/4
8
YES
YES
v&A
5
27
YES
5-8

68652
MPCC

NO

NO

---
-r-

YES
YES
YES

I
2
1/1
8/16
NO

YES
A

,0

4
NO

l-8

40

68661
EPC I

NO

YES

YES
NO

YES

YES
NO

YES

I
I
2/2
I
YES
NO

A
0
12
NO

5-8

c
c

28

c
c
c
c

c
c
s
c

-
-
-
-

-
-
-
-

-
-
O

-

68681
DUART

YES

YES

YES
YES
YES

ll_

2
I
4/2
8
YES
NO

v
4
l7
YES
5-g

performi ng )

40

68901
MFP

YES

YES

YES
YES
YES

YES
NO

YES

I
0.95
1/1
8
NO

NO

v
l6
24
YES (4 )
5-g

48

s
c

40/ 48

c
c

c
c
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1,1C58000 and irc68010 BLOCK M0YE C0DE SEQUEI|CE

Many t_imes we have been asked by customers why the M68000 family doesn't
include a "Block Move" instruction, when so many of our competitors do. Ttre ttl6gOOO
instruction set provides primitives for general purpose use instead of a lot of
limited-use dedicated instructions. The register set in the progranming model is
also general purpose. To clarify this point, the following is a 30 byte code
sequence for performing block rnoves:

LEA SOURCE-48,As
LEA DESTINATIoN+LENGTH,A6
MOVE.}l #LENGTH,DO

L00P M0VEM.L 0(A5,D0),Dl-D7/A0-A4
M0VEM. L Dl -D7 / A0-A4,-(A6 )
suB.lJ #48,D0
BNE.S LOOP

This code sequence uses all of the M68000 registers except A7, the stack pointer.
A5 is set-up to point to the source string, while A6 points to the end of the
destination string. D0 is used as both an offset for A5, and as a counter to
monitor the block move. Each pass through the loop moves 48 bytes of data (twelve
32-bit long words)

Using this code, I 12.5 j4{z MC68000 or MC680l0 system with no wait states (i.e. 4
clock cycle reads and writes) can move data at a rate of 2.5+ 1*15y1es/second. By
way of contrast, the 8089 from Intel, as a dedicated I/0 processor, can move data
at only 1.25 Mbytes/second.

The slightly less efficient, but more flexible 22 byte code stub presented next,
takes advantage of the MC680l0's "loop mode" to achieve a rate of 2.27
Mbytes/second on a 12.5 MHz processor:

LEA SoURCE,Ao
LEA DESTINATION,AI
MovE.t, #couilT-l,D0

L00P MovE.L (A0)+, (Al )+
DBRA D0,L00P

Here, only 3 registers are utilized. The source and destination string addresses
are set-up in registers A0 and Al respectively, and the count (in long words),
a(iusted to serve as a loop counter is put in D0. The tight loop then simply moves
source to destination until the count is exhausted. This loop will move a maximum
of 256kbytes for each iteration. Note that once the loop is entered, the instruc-
tion stream fetches cease, and only data transactions appear in the external world.
Remember, that this last code achieves this throughput only on the MC68010, a
MC68000 achieves "only" l.6TMbytes/second here.

fl]OTOROLA
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I.IHAT DOES A 16-8IT MPU SYSTEM COST?
Is the MPU price tag alone the real picture?

There have been several price decreases announced by vendors of l6-bit processors
(including Motorola), but making a decision based on price alone distorts the real
issue, which is system cost.

Figure I shows a typical MPU system. The MPU generates address, data, and control
signals required to interface memory and I/0. Both Intel (prior to the iAPX286),
Zilog and llational have designed microprocessors which fit in compact packages --
but, the customer must demultiplex the address and data before standard ROMs and
RAMs can be interfaced to these processors. This demultiplexing circuitry is not
needed on the M68000 family processors.

Figure l. Typical Microprocessor System

Figure 2 shows the MC68000 and its clock generator. Seperate address, data and
contro'l buses are provided. This allows the designer to directly interface to
memory or I/0.

Figure 3 shows the i8086 clock generator and required demultiplexors, Figure 4 the
28000, Figure 5 the National 16032 and Figure 6 the iAPX286. Note how many
packages are required on each to implement an MPU with seperate address, data, and
control buses. The MC68000 obviously allows a cleaner, simpler design, with
resultant lower costs and higher reliability.

fr]OTOROLA
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llElrORY SPEED REQUIREIiIEIITS FOR 16-8IT trlPUs

Questions have been received on the 1,1C68000 concerning access times in
relation to other l6-bit tlPUs such as the 18086, iAPX286, 28000 and NSI6032.
Note that other suppliers will have the same questlons when they introduce
hlgher speed versions of their lrlPUs (10 l{Hz). This tlicro-l,linutes details the
questions and the answers concerning memory access times for l6-bit MPUs.

Background Specl flcatlons
Figure I shows read and wrlte cycle timing for the 1|C68000. A basic 1,1C68000
read cycle is initiated by the rising edge of 52 which causes AS to fall. If
DTACK is asserted prior to the falling edge of 54, no wait states are inserted
and data is strobed into the MPU on the falling edge of 56, terminating the
bus cycle.

Timing for write cycles is similar. If DTACK is returned to the llPU before
the falling edge of 54, the processor terminates the bus cycle on the falllng
edge of 56 and assumes that data was strobed into memory.

Figure I - MC68000 Read and l,lrite Cycle Timing Diagram

s0 s2 S4 S6 s0 s2 s4 s6 SO S2 s4 Sw Sw S6

A't-A23

AS

UDS

LLDS

RN

DTACK

D0-01 5

FrutrBssors r Eomngtitive
mEIn SnBsds



Figure 2 shows that i8086 bus cycles conslst of four clock cycles. The
falling edge of ALE strobes the address into parallel latches during Tl. The
data is strobed into the l{PU on the falling edge of T3 if READY was asserted
on the rising edge of T3. If READY is not asserted, wait states are
inserted. I'lrite operation timing is ldentical.

Fi gure 2 - i 8086 Read and l,lri te Cycl e Timi ng Di agram

CLK

ADDR/STATU

ADDR,/DATA I-

ALE

s2-s0

no/rrurn

READY

DNR

DEN

WP



The basic 28000 bus cycle consists of three clock periods as shown in Figure
3. AS is asserted to enable transparent latches. The rising edge of AS
initiates the bus cycle. If }JAIT is asserted on the falling edge of T2, a
rait state (T}J) will be inserted. IdAIT ls sampled on the falling edge of Tll;
if it is active, then additional wait states will occur. If IIAIT is negated,
then T3 will occur, terminating the cycle.

Figure 3 - 28000 Read and Hrite Cycle Timing Diagram

c1-0cK

U'AIT

lnserts wolt stote

STATUSES

sNo-sN6

AS

MREA

AD

READ

DS

READ

R/fr
RFAD

AT)

DS

Rfr

Mcmory Address

Memory Address Doto Out



A_ basic cycle in the NSl6032 !,lPU is performed in four cycles of the PHIIclock. During Tl the processor places addresses on the bus and asserts a
transparent latch control signal (ADS). At T2 the processor prepares to
either accept or place data on the bus. At the rising edge of i'3,'the RDy

l!tt. i-s sampled, and if lnactive, the next cycle witt be a wait cycle.
Otherwise, on read cycles, data is latched toward the end of 13, an-d r4
terminates the cycle.

Figure 4 - NSI 6032 Read and },lrite Cycle Timing Diagram

PHI 1

PHI2

ADo- 1 5

Reod

ADC- 1 5

Write

A1 6-A23

rcS

HBE

DDIN

sTo-3

DS

Address Doto ln

I Doto Out

I

Volid I

vorid 
i

RDY

Stote is T
woit

Nert Stote ls T+



Basic read and write cycles for the iAPX286 are shown ln Figure 6. Here, the
bus cycle is performed in 4 clock cycles of the system clock (CLK). Due totle "pipelining" of addresses, the addresses become valid sometime prior to
the start of the bus cycle. The status lines (S0 and Sl) indicate the type of
cycle to be run. During the Ts portion of the bus cycle, addresses are
propagated to memory, and during the Tc portion, the desired comnand is
actual_ly executed. The ALE signal may be-used to contiol a transparent latchto allow addresses to remain valid to nemory and at the same time, start
changing for the next cycle. Read data ls latched at the end of T..

Figure 6 - iAPX286 Read and l{rite Cycles Timing Diagram

A23-A0 Volid Addr (Reod) Volld Addr (wrlte)

S0o51

ALE

READY

Dls - D0

MRDC

Votid R€od Doto g
L-_J

Ncxt 6)clc

MWTC

DEN

DT /n



Speciflcation Surmary

Note that each of these processors requires three clock periods with an AS
(ALE, ADS) delay and a data setup time required except for the iAPX286.
Equations I through 5 and table I sumarize the access times required for the
MC68000 (l), i8086 (2),28000 (3), NSl6032 (4) and iAPx286 (5).

n)
(2)

(3)

(4)

(5)

so mi nor that sfmi I ar speed

Surnma ry

MPU
4MHz 5MHz

Cl ock Rate
6MHz 8l4Hz* I OMhz* 12 .SMhz*

tacc = 2.5 x t.y. - tCHSt - tn tCt

tacc = 2.5 x t.y. r tCHtt - tOUCt

tacc = 2.5 x t.y. - tOC(ASf) - tsDI(C)

tacc = 3 x taya - tAhv - tDIs - tcJr

tacc = 5 x t.y. - taddr valid delay - tdata setup

Tabl e 1 shows that vari ances an access time are
RAMs must be used for similar clock frequencies.

Table I - Access Tfme (nsec)

MC68000
i 8086
28000
NSt 6032
i APX 286

51 5
580
495
596
475

405
455
420
476
400

180
215
200
176
180

135
165
I50
116
130

321 237 .5
385.7 277.5
336.7 234
356 251
31 5 242.5

* i8086 and 28000 access times are calculations based on preliminary numbers.
NSl6032 and iAPX286 access times are straight line calculations using delay
and setup times for the I MHz parts.

Applications Impact

These processors and the associated memory and I/0 may be configured in one of
two ways a single board system or a bus oriented system. Note that the
i8086,28000 and NSl6032 must pay a speed penalty of 30 ns to demultiplex the
addresses and data. This reduces the available access time. The iAPX286
system shown (from their data sheet order number 210253-004 page 34), will not
be able to utilize the full access times given, but for the sake of clarity,
these numbers will be used).

The single board system, shown in Figure 5, allows the designer to use slower
RAMs but the number of devices is I imited due to board space, drive
capability, etc. Table 2 shows the available access timing assuming
demultiplexed address and data buses. Table 3 shows the required memory speed
to run bus cycles without wait states (450 or 350 ns for EPR0Ms/ROMs and 300,
250, 200, 150 or 120 ns for RAMs).
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Table 2 - Access Time (nsec) Sunrmary for Single Board Applications

MPU 4ttl{z 5MHz
Cl ock Rate
6MHz SMHz* I 0Mhz* 12.SMhz*

MC68000
i 8086
28000
NSt 6032
i APX 286

5t5
550
465
566
475

405
425
390
446
400

180
185
170
146
180

135
I35
120

86
130

321 237 .5
355.7 247.5
31 6. 7 204
326 221
31 5 242.5

* i8086 and 28000 access times are calculations based on preliminary numbers.
NSl6032 and iAPX286 access times are straight line calculations using delay
and setup times for the B MHz parts.
Assumes 30 nanosecond impact for demultiplexing address and data buses on
i8086, 28000 and NSI 6032.

Table 3 - Maximum AlIowable Memory Speeds for Single Board Applications

MPU
4MHz SMHz

Cl ock Rate
6MHz SMHz* I 0Mhz* 12 .SMhz*

MC68000
i 8086
28000
NSI 6032
i APX 286

450
450
450
450
450

350
350
350
350
350

150
150
170
124
150

120
t20
120
**

120

300 200
350 200
300 200
300 200
300 200

* i8086 and 28000 access times are calculations based on preliminary
nunbers. NSl6032 access times are straight line calculations.
* Needs memories faster than I 20 nanoseconds.

The multiboard system shown in Figure 6, allows for expansion as required by
the end customer. The disadvantage is the delay required for a signal to
travel through buffers and the bus to the destination. Table 4 shows the
available acCess times assuming demultiplexed address and data buffer delays
(35 ns), and bus delays (20 ns). Table 5 shows the required memory speed to
run bus cycles without wait states.
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Table 4 - Access Time (nsec) Sunmary for Multi-Board Applications

MPU
4MHz 5MHz

Cl ock Rate
6MHz SMHz* I OMhz* 12 .SMhz*

MC68000
f 8086
28000
NSI 6032
i APX 286

460
495
4t0
51 I
420

350
370
335
39r
345

125
130
115
9l

125

70
70
65
3t
75

266 I 92.5
300. 7 192.5
251 .7 149
271 I 66
260 I 97.5

* i8086 and 28000 access times are calculations based on preliminary numbers.
NSl6032 and iAPX286 access times are straight line calculations using delay
and setup times for the 8 MHz parts.
Assumes 30ns impact for demultiplexing address and data buses on i8086,28000
and NSl6032;35ns bus buffering delays, and 20ns bus delays for all four
processors.

Table 5 - Maximum Allowable Memory Speeds for Multi-Board Applications

MPU
4MHz 5MHz

Cl ock Rate
6MHz SMHz* I 0Mhz* 12 .SMhz*

MC68000
i 8086
28000
NSI 6032
i APX 286

450
450
350
450
350

350
350
300
350
300

250
300
250
250
200

150
t50
120
150
150

120
120
**
**

120

**
**
**
**
**

* i8086 and 28000 access times are calcul ations based on prel imi nary
numbers. NSl6032 and iAPX286 access times are straight line calculations
using delay and setup times for the B MHz parts.
** Needs memories faster than 120 nanoseconds.



Surmary
The data presented shows that there is no appreciable difference in memory
speed requirements for the MC68000, i8086, 28000, NSl6032 and iAPX286
processors, regardless of what the other manufacturers may be trying to say.
Remember that the MC68000 has the highest perfonnance of all of these
machines, so dollar-for-dollar THE MC68000 GIYES THE BIGGEST BANG FOR THE
BUCK:::
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DOES A 32 BIT DATA BUS MEAN PERFORMANCE?

A COMPARISON OF THE NATIONAL 32032 }IITH THE 68000 FAMILY

National Semiconductor has recently made big claims with the announcement of their
32032 which is a "fullu 32-bit version of their 16032. Although the 32032 offers
no significant perfonnance advantage over the 16032. National claims to be able to
offer a 32-bit solution today.

The truth is that the National 32032 is little more than a l6-bit processor with a

32-bit data bus. It it true that National has working silicon on the 32032 as
evidenced by an operational wirewrap board at Wescon. The fact is, however, that
several important architectural flaws prevent the 32032 from providing a complete
32-bit solution.

It is important to note that the core of the 32032 is the 16032 processor. The
only perfonnance gain the 32032 can tout ls the increase ln performance by doubling
Tfi"E-Uus bandwidth which National has admitted to provide only an additional 15%

23% lrue improvement. The 16032 processor was originally deslgned for a l6-bit bus
So, in expahding to the 32-bit bus, no internal chaqges were made to take advantage
of the higher bls bandwidth. As a result the 32032 makes very inefflclent use of
the bus is lt spends much of its time inside its execution unit (i.e. it's
instruction bound). This may be an advantage for multi-master systems but
indicates that the CPU is limited by its low instruction processing capability.
Perfonnance estimates indicate that three 32032's are requlred to approach 32-blt
performance of the 68020 (Table l).
Another architectural limitatlon is that the two co-processors that National offers
(16081 FPP, and 16082 Pl'll'lu) are the very same parts fron the 16032 and thus support
only 16 bii data paths. A fundamental concept of the co-proc€ssor ls that it is an

extLnsion of the bpu architecture. It ls easy to see that the 32032 is llmited by
the co-processor famlly to operate with a l6-bit data bus. This half bandwidth bus
to the floating polnt-unit is a slgnificant bottleneck for system perfonnance. In
addltlon, Hatldnil has announced that these co-processo_rs will NOT be redesigned to
take advantage of the 32 blt data bus. l'le can only surmise that the deslgn
resources do 

-not exist to support such an undertaking thus the National comtltment
to a true 32 bit family ls negligible.

As ln the 16032 processor, Natlonal stlll malntalns a 24-blt.prggrall^counter. As

an important ele'ment ln iny archltectu_re,. lhe Ilmltatlon of the PC to 24 bits
restricts the total archiiecture to 24 blts. Thls flaw, ln and of ltself,
prohlbits the 32032 from belng a true 32-blt machlne.

fr]OTOROLA
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The 32032 uses only 24 bits of physical address in order to keep the pin count down
to 48 pins. This restriction severely limits the addressing range and really only
provides the user with 32-bit data manipulation capability. t'lith the trend-Tor
providing large virtual addresses for multiple users, the l6 Mbyte limitation of
the 32032 is restrictive to say the least. llo such limitation exists with the
68020's 4 gigabyte addressing capability.

National has recently announced that 12 MHz 32032's will be available 1Q84.
National has conceded that the 16000 was initially designed to operate at l0 IlHz so
12ltlHz parts are going to require significant effort. Motorola, on the other hand,
currently offers the 68000 family processors at 12.5 ltHz and will offer the 68020
at 16 MHz. Nonetheless, to achieve the performance of the 68020, as seen by the
benchmark in Table l, the 32032 would have to operate at 36 MHz, an absolutely
unrealistic design goal.

What then does the 68020 have to offer that is so much better than the 32032?
Fi rst, the 68020 was designed at the outset to be a hi gh performance
microprocessor. To paraphrase one of the system designers, "Whenever there was a
design trade-off we opted for performance". This is typified in the 3.5 MIP
(average instruction stream) estimates for the 68020 which is roughly a 3x
performance increase over the 68000. National, on the other hand, offers only
about a 15% - 23% performance increase over the 16032.

Motorola has a conmitment to offer 32-bit peripherals such as the 68881 and a paged
memory management unit. The Floating Point Processor (68881 ) offers a significant
perfonnance increase when coupled with the 68020. Unlike the National floating
point solution, the 68881 offers a complete IEEE standard implemented completely in
hardware. As documented by National, the NSl608l only supports a few floating
point operations to the IEEE specification, and requires roughly 20 - 30 kbytes of
support code to implement a system comparable to the 68881.

The 68881 offers everything in hardware. In addition, the National co-processor
scheme does not allow concurrent operation of the CPU and the floating point unit
due to the handshaking mechanism involved in data transfers. So, while performing
time consuming floating point operations on the National part, the CPU must wait.
The 68881 however, due to the general purpose nature of the 68020 co-processor
interface, can release the CPU to continue the instruction flow thus allowing true
concurrent operation.

Motorol a wi I I al so offer demand paged memory
transl ates al I 32 bi ts of address, provi des
mi ni mal system overhead. More i nf ormati on on
by obtai ni ng a non-di scl osure agreement.

management support for the 68020 that
access protecti on, and performs wi th
thi s part can be provi ded by Motorol a

The key to the 68020 is performance. The Table I shows times for a typical 32-bit
arithmetic instructon using National's 16032 and 32032 both with and without MMU

and Motorola's 68010 and 68020 with and without MMU. In all cases, one wait state
is added for MMU translation time.

RD



A MIP calculation is given for each processor for various addressing modes. An
average MIP figure is then calculated over all of the addressing modes. Note that
this is a very rough performance analysis as a single instruction is used over
comnon addressing modes rather than a representative instruction mix. In any case,
these numbers do show relative performance between CPU's with the 68020 as the
clear cut performance leader. Figures I and 2 show, in bar chart form, the
composite information found in Table l.
0f particular interest is the fact that the 68010 and the 32032 perform at roughly
the same MIP rate. This is due to the fact that the 32032 internal design is-for
l6-bit performance and the fact that Motorola provides the I2.5 NHz execution rate
of the 68010.

National makes the cl aim to be the fi rst connnercial ly avaiI abl e 32-bi t
microprocessor. Do not be fooled into believing that 32-bit is synonymous with
perfonnance. The MIP calculations are proof that it takes more than a 32-bit data
path to provide the high perfonnance associated with a 32-bit processor. To
surmari ze:

l.

2.

3.

4.

5.

The 32032 provides the same performance as the 68010. This is only 15%
20% greater than the 16032 and 3.5x less than the 68020.

The 32032 is only capable of a 24-bit address space limiting the user to 16
Mbytes of virtual addresses (same as our l6-bit 68000's).

The only 32032 32-b i t feature i s the
modest improvement in performance
system.

data bus. This feature alone offers a
yet doubl es the memory cost i n the

National only offers l6-bit co-processors, an important architectural
element, with no plans to support 32-bit co-processors.

The llati onal 16082 Memory lnlanagement Uni t only operates wi th 24-bit
addresses thus limiting the system to 16 Mbytes of real and virtual memory
space.

RD



FIGURE 1
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This MICR0minutes contains the results of the standard EDN benchmark series,
and a "Burst" benchmark series for the MC68020 compared to the MC680l0;
NS32032, and jAPX286.

The timings (al1 in microseconds) were obtained as follows:
( 1) The MC68020 and 1,4C68010 times were obtained by actual ly running the

code on a board.
(2) The iAPX286 times are Intel published times with the fol lowing

exceptions: the timings for both the Linked List and QuickSorl
benchmarks vary from Intel published timings because they were
recoded to remove the artificial 64k boundry imposed by Intel. In
other words, the code will now run in a "normal" operating system
env i ronment .(3) The 32032 times for the EDN series were obtained by applying a 22%
performance improvement to previously published 32016 (aka .l6032)

timings. The Burst benchmark timings are hand calculated from the
National 32032 timing tables.

It is interesting to note that the MC680l0 was sufficient to better the times
of the '286 on any of the EDN series, and was enough to beat even the 32032 on
a1l execpt the Linked List and Matrix Inversion benchmarks (were the 32032 has
special address modes/instructions to assist it). An average of all of the
EDN benchmarks shows that the MC680'10 performed at a respectable 42,1% of the
MC68020, the NS32032 at only 30..l%, and the iAPX286 at only 25.1%. Our
l6-bil. virtual ..processor beat both of the highest performance processors
fronrEhe competition.

The next set of benchmarks are burst rates fgr the performance of singleactivities (i.e. lggpjng on a,single instruction). The values above the griph
elements are the MIPS rates for each test. 0nce again the MC680Z0 tevil bf
performance was rarely needed to better the competition. The average
performance of the processors tested for all activites compared to the MC68020
shows the MC680l0 at 22.4% of the '020, the iAPX286 at 20.2%, and the NS32032
bringing up the rear at 18.6%. The superior performance of the MC6B020 in
this sort of test shows the power of the instruction cache.

It is through the results of benchmarks like this that we at Motorola can
honestly state the we have the highest performance microprocessor known to
man...the MC68020 - The 32-bit Performance Standard.

fl]OTOROLA
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navantaqes of Upqr

There are several ways a system's performance can be upgraded. Some are
software related, such as lowering operating system overhead, obtaining better
quality high-1evel language compilers, wisely designing application programs,
and coding applications more efficiently. 0thers are hardware related, such
as adding memory, improving l/0 channel data rates, increasing mass storage
speed and capacity, reduc'ing memory access times, and upgrading the system
processor's clock frequency.

A Look at the Obvious
@anMC68000systemupgradetohigherperformance,the
obvious thought is to redesign for a higher frequency l'[68000. For example, q

current MC68000 system running at l0 MHz could be redesigned to run at 12.5
MHz, thereby increasing system throughput by 25%. The "obvious solution"'
however, is not necessarily the most appropriate or cost-effective once
several factors are taken into consideration and alternative solutions
exami ned.

The speed-up of a system clock will not be effective unless the sys_tem's
memory access time is also improved (see figure l). The performance of the
MC68000 is strictly lim'ited by the bus speed, and if no improvement in memory
speeds are available, then an increase in system clock speed will lead to
nbgligible improvement in the overall result. A. l0_MHz processor running
wiIfr "no "wait'states" utilizes a 400ns bus cycle (4 clocks X 100 ns/clock).
This same bus cycle timing, however, leads to a wait cycle on a 12.5 MHz
processor (4 clocks x 80 -ns/clock + 80 ns of idle time). Thus, the bus
performance is exactly the same, but the faster processor is idled for one
complete clock cycle. Since a decrease in the bus cycle time provides a

directly proportional increase in processor throughput (until, of .course,_lhg
memory cy'cle becomes faster than the fastest processor bus cycle), the 12.5
MHz processor has no relative performance advantage over the l0 MHz system..
The bottom line, then, is that in order to be effective, a higher speed
proccesor must run with fewer or the same number of "wait states". This
normally requires a redesign of the memory subsystem to improve the memory
access time.

Now to The Data Sheet...
68000DataManual(ADI-Bl4-R4),thememoryaccess

requirementi for the various speed processors can be examined. The effective
memory access time (t""".) of the MC68000 to a memory array (from assertion
of Adiress Strobe tlSl-i6-Oata valid) is:

fl]OTOROLA
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taccs = tch + 2 tcyc - tchst - tdicl + (n 't tcyc)

where: (numbers in parentheses indicate data sheet timing references)
tch (#3) is the clock high t'ime (system dependent).
tcvc (#l) is the clock period of the processor clock.
tc-hsl (#9) is the delay time from the rising edge of the clock to the

assertion of address strobe.
tdicl ftZl1 is the data input set-up time prior to the falling edge of the

cl ock.
n is the number of wait cycles in the system.

Assuming a symetric clock (50% duty cycle), the memory speed required for a no
"wait-state" bus cycle for a l0 MHz MC68000 processor is l85ns (50 + 200 - 55
- l0 + 0). This bus speed can easily be realized with readi'ly available l50ns
dynamic RAMs and careful system design. However, with the same assumptions,
the memory speed required for a no "wajt-state" bus cycle on a .l2.5 

MHz
processor is reduced to l35ns (40 + 160 - 55 - l0 + 0) which presents an
obvious problem to the cost-conscj ous system desi gner
cost-effective, large capacity l00ns RAMsI

I ack of

Memory access times are not the only difficulty encountered with the faster
clock speeds. In a simi'lar vein, the design of an efficient 12.5 MHz system
is more difficult than that of a l0 MHz system, since much more careful
attention must be paid to the physical design of the board in order to account
for the higher frequency signals present, and the increased sensitivity to
transient phenomena.

And Now...an Alternative:
rnativemeanStoeffectivelyincreasesystem

performance, is to upgrade to the MC680l0 processor. The MC680l0 at equal
clock frequencies will run from 8% to 50% faster than an MC68000 without any
user code changes. The speed-ups are due to several microcode enhancements:
many 32-bit operations, conditional branches, multiply, divjde, and other
miscellaneous instructions run faster. Systems which use memory management
can have dramatic improvements with sl i ght operating system changes
utilizing a few new MC680l0 instructions such as "Move tolfrom Address Space"
(MovEs).

Systems may see a significant improvement if they heavily uti I jze
multiply, divide, and looping operations. Loops run from 23?., to 80% faster
once the microcode sets up the automatic "loop mode". Such loops benefit
particular functjons such as block moves, character matching and general
string manipulation operations, and multiple-precisi_on binary .and pqqkqq BqD

arithmetic. The new MC680l0 multiply is 14 clocks faster, and the divide is
32 clocks faster than the MC68000. Programs utilizing (or with the potential
of utilizing) such operations can obtain an jncrease in performance easily
exceeding l0%.

An additional'rplus" of the MC68010 is the provision of a clear path for
the upgrade of current operating systems to full virtual operating systems
utilizing the sophisticated virtual memory processing capabilities of the
MC680l0 (which is the same virtual environment offered by the 32-bit t'1C68020).



And, as an Added Bonus...
pin-for-pincompatiblewiththeMC68000,N0hardware

redesign is necessary. 0n'ly very minor software changes may have to be made
depending on operating system conventions. The MC680l0 differs from the
MC68000 in that: l) a generic "vector word" has been added to the 1'[68010
stack frame; and 2) the MC68000's MOVE SR,[ea] has been made a privileged
operat i on.

Easy software solutions for these two minor differences are: l) any
routines which build exception stacks (e.9. those which dispatch a routine via
an RTE instruct'ion) are modified to account for the four word stack frame (the
MC68000 uses a three word stack frame); and 2) an exception handler is added
to provide for priv'ilege violations generated by the execution of the M0VE

SR,[ea] instructions in the USER state (local Motorola representatives can
supply a debugged handler to suit the requirements of any 0.S.). Major
operating systems have been ported from the lvlc68000 to the l'1C68010 in less
than a single day, reflecting the trivial changes required in the supervisory
level code.

The Conclusion:
--Thil66'iE6m-line is, by upgrading an MC68000 system to an MC680l0 system,
an increase in system performance is obtained which is equal to that which a

system redesign from l0 MHz to 12.5 ltrHz would provide, but with significantly
less design cost and effort. The "speed-only" upgrade could only achieve, at
best, a 25% system improvement, and only if the system memory access time is
significantly improved. The MC680l0 upgrade offers from 8% to 50/.
improvement. Note that the speed gained by changing to the MC680l0 is
achieved with N0 change in memory speeds, N0 board redesign, and N0

higher speed parE installed in the system as wolTd be required to upgradeT
system to a 12,5 MHz part.
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PCA PINOUTS FOR }IC684

Attached is the pinout for the I'1C68440, Vt68442, and MC68450 DMA Controllers
in 68-pin Pin Grid Array (PGA) packaging. One quick glance at the diagram
will assure even the most hardened pessimist that all three parts are upward
pi n-for-pi n compati bl e.

Basic Features

MC68440 MC68442 MC68450

Bus Size (bits):
0perand Size (bits):
L'lord Transfers tolfn

Odd Addresses:

Address Sequenci ng:
nl,l0VEP' Address i ng :

Continue Mode:

Chaining Modes:

Peri pheral Requested

Channel Restart:
Channel s:

Addressing Range:

fr]OTOROLA
Austin, Texas

8 /16

8/16

NO

UP /NO

NO

YES

NO

YES

2

I 6 Mbytes

8lr6
8/r6

NO

UP/NO

NO

YES

NO

YES

2

4 Gbytes

M M- 444-a4

l6
8/16 / 32

YES

UP / DO[^IN/NO

YES

YES

YES

NO

2

l6 Mbytes

DMA Control I ers

MC684 40 / 442/ 450



\-'

A 1 3/D5
Al r /D3
A10/02
AB/ DO

A7
A6
A5
A3
NC

mm
DBEN'
NC

NC

REA'O
NC

FerT
Df,IEK'
ffilno
TS
R/il
NC

Is
CLK
mK-
NCrm
Bm]-
FC2
FCl
A23lDl5
A22lDl4
A20/012

BI
C1

DI
E1

FI
G1

HI
JI
KI
K2
K3
K4
K5
K6
K7
K8
K9
Kt 0
Jl0
H10
Gl0
F10
Et0
Dl0
ct0
810
A10
A9
AB
A7
A6
A5
A4

REqs
Rraz

Fns

A2
82
C2
D2

E2
F2
G2

H2
J2
J3
J4
J5
J6
J7
JB
J9
H9

G9

F9
E9
D9

C9
B9
BB

B7
B6
B5
B4
B3
C3
H3
HB

CB

A'l 7 lDg
Al5 /07
A12/D4
A9 /D1
GND

Vcc
A4
A2
E6
OEN
TTTBTTE
Dm-
ma'T
NC

PCTN'
NC

EMEK
IM/DS
GND

Vcc
MNEm
NC

BECZ
Em
FCO

AzllDl 3
A18/D0
AI6 /DB
A l4 /D6
A1m
NERT


